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In this paper, we deal with non-selfadjoint operators with the compact resolvent. Having
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Introduction

We should recall that the concept of the spectral theorem for a selfadgoint operator is
based on the notion of a spectral family or the decomposition of the identical operator.
Having constructed a spectral family, we can define a selfadjoint operator using the
concept of the Riemann integral, it is the very statement of the spectral theorem for
a selfadjoint operator. Using the same scheme, we come to a notion of the function of
a selfadjoint operator. The idea can be clearly demonstrated if we consider the well-
known representation of the compact selfadjoint operator as a series on its eigenvectors.
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The case corresponding to the non-selfadjoint operator is not so clear but we can adopt
some notions and techniques to obtain similar results. Firstly, we should note that the
question regarding decompositions of the operator on the series of eigenvectors (root
vectors) is rather complicated and deserves to be considered itself. For this purpose,
we need to involve some generalized notions of the series convergence, we are forced
to understand it in one or another sense, we mean Bari, Riesz, Abel (Abel-Lidskii)
senses of the series convergence [1],[2]. A reasonable question that appears is about
minimal conditions that guaranty the desired result, for instance in the mentioned
papers there considered a domain of the parabolic type containing the spectrum of the
operator. In the paper [1], non-salfadjoint operators with the special condition imposed
on the numerical range of values are considered. The main advantage of this result is
a weaker condition imposed upon the numerical range of values comparatively with
the sectorial condition (see definition of the sectorial operator). Thus, the convergence
in the Abel-Lidskii sense was established for an operator class wider than a class of
sectorial operators. Here, we make a comparison between results devoted to operators
with the discrete spectra and operators with the compact resolvent, for they can be easily
reformulated from one to the other realm. The central idea of this paper is to represent
propositions analogous to the spectral theorem, the main obstacle that appears is how
to define an analogue of a spectral family or decomposition of the identical operator.
Thus, one of the paper challenges is to find a harmonious way of reformulating the
main principles of the spectral theorem, taking into account the peculiarities of the
convergence in the mentioned above senses. Here, we should make a brief digression
and consider a theoretical background that allows us to obtain such exotic results.

The application part of the direction appeals to the theory of differential equations.
In particular, the existence and uniqueness theorems for evolution equations with the
right-hand side — a differential operator with a fractional derivative in final terms are
covered by the invented abstract method. In this regard such operators as a Riemann-
Liouville fractional differential operator, Kipriyanov operator, Riesz potential, difference
operator are involved [9],[18],[19],[21]. The analysis of the conditions imposed upon the
right-hand side of the evolution equations that are in the scope leads us to relevance of
the central idea of the paper [10] which major contribution to the theory is a sufficient
conditions of the Abel-Lidskii basis property of the root functions system for a sectorial
non-selfadjoint operator of the special type. We ought to note a well-known fact [24],[7]
that a particular interest appears in the case when a senior term of the operator is not
selfadjoint, for in the contrary case there is a plenty of results devoted to the topic
wherein the following papers are well-known [4],[13],[16],[17],[24]. The fact is that most
of them deal with a decomposition of the operator on a sum, where the senior term
must be either a selfadjoint ore normal operator. In other cases, the methods of the
papers [8], [7] become relevant and allow us to study spectral properties of operators
whether we have the mentioned representation or not. In this regard, we should appeal
to the paper [20] that presents an operator which in the origin of the abstract problem.

In its own turn, the application of results connected with the basis property [10]
covers many problems in the framework of the theory of evolution equations [11]. The
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peculiar contribution of this paper is the obtained formula for the solution of the evo-
lution equation with the special conditions imposed upon the right-hand side, where
the derivative at the left-hand side is supposed to be of the fractional order. Here, we
should remind that involving the notion of the operator function, we broaden a great
deal a class corresponding to the right-hand side. It gives us a prerequisite to consider
the offered approach relevant.

Preliminaries

Let C,Cy, i € Ny be real constants. We assume that a value of C is positive and can
be different in various formulas but values of C; are certain. Denote by int M, Fr M the
interior and the set of boundary points of the set M respectively. Everywhere further,
if the contrary is not stated, we consider linear densely defined operators acting on a
separable complex Hilbert space ). Denote by Z($)) the set of linear bounded operators
on §). Denote by L the closure of an operator L. We establish the following agreement
on using symbols L' := (L)}, where i is an arbitrary symbol. Denote by D(L), R(L), N(L)
the domawn of definition, the range, and the kernel or null space of an operator L
respectively. Let P(L) be the resolvent set of an operator L and R ((), ¢ € P(L), [R] :=
R1 (0)] denotes the resolvent of an operator L. Denote by A;(L), 1 € N the eigenvalues of
an operator L. Suppose L is a compact operator and N := (L*L)'/2, #(N) := dimR(N);
then the eigenvalues of the operator N are called the singular numbers (s-numbers)
of the operator L and are denoted by s;(L),i=1,2,...,7(N). If r(N) < co, then we put
by definition s; =0,1=1(N)+1,2,.... According to the terminology of the monograph
[2] the dimension of the root vectors subspace corresponding to a certain eigenvalue
A is called the algebraic multiplicity of the eigenvalue Ay. Denote by n(r) a function
equals to the number of the elements of the sequence {a,}{°, |an| T co within the circle
|z| < r. Let A be a compact operator, denote by na(r) counting function a function
n(r) corresponding to the sequence {s;] (A)}°. Let 6,($), 0 <p < oo be a Schatten-von
Neumann class and S, () be the set of compact operators. Suppose L is an operator
with a compact resolvent and s, (Ri) < Cn ™, neN,0 < u< oo; then we denote by
w(L) order of the operator L in accordance with the definition given in the paper [24].
Denote by Rel := (L+L*) /2, JmL:= (L—L*) /21 the real and imaginary components of
an operator L respectively. In accordance with the terminology of the monograph [3] the
set O(L) :={z € C:z = (Lf,f)y, f € D(L), ||f||y = 1} is called the numerical range of an
operator L. An operator L is called sectorial if its numerical range belongs to a closed
sector £,(0):={C: |arg({—1)| <0 < m/2}, where ( is the vertex and 0 is the semi-angle of
the sector £,(0). If we want to stress the correspondence between  and 6, then we will
write 0,. By the convergence exponent p of the sequence {a,}{° C C, an #0, a, — oo we
mean the greatest lower bound for such numbers A that the following series converges

= 1

< 0.
Z |an|}\
n=1
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More detailed information can be found in [14]. Denote by ép(f)) the class of the
operators such that
Gp(ﬁ) = {T c 6p+5, T€6p75, VE > O},

we will call it Schatten-von Neumann class of the convergence exponent. Everywhere
further, unless otherwise stated, we use notations of the papers [2], [3], [5], [6], [23].

Convergence in the Abel-Lidskii sense

In this subsection, we reformulate results obtained by Lidskii [15] in a more con-
venient form applicable to the reasonings of this paper. However, let us begin our
narrative. In accordance with the Hilbert theorem (see [22], [2, p.32]) the spectrum of
an arbitrary compact operator B consists of the so-called normal eigenvalues, it gives
us an opportunity to consider a decomposition to a direct sum of subspaces

where both summands are invariant subspaces regarding the operator B, the first one is
a finite dimensional root subspace corresponding to the eigenvalue pq and the second
one is a subspace wherein the operator B — gl is invertible. Let ng is a dimension of
My and let By is the operator induced in 91;. We can choose a basis (Jordan basis)
in 91, that consists of Jordan chains of eigenvectors and root vectors of the operator
Bg. Each chain eq,,eq; +1,-+y€q; +ky K € No, where eq,, £ =1,2,...,m are the eigenvectors
corresponding to the eigenvalue g and other terms are root vectors, can be transformed
by the operator B in accordance with the following formulas

Beqe = Hq€qer Beq,+1=Hq€q+1+ €qes-y Beq, 4k = Hq€qy+k + €qs k-1 (2)

Considering the sequence {{14}{° of the eigenvalues of the operator B and choosing a
Jordan basis in each corresponding space 914, we can arrange a system of vectors {e;}{°
which we will call a system of the root vectors or following Lidskii a system of the major
vectors of the operator B. Assume that ej,ey,...,en, is the Jordan basis in the subspace
94. We can prove easily (see [15, p.14]) that there exists a corresponding biorthogonal
basis g1,92,...,gn, In the subspace zmé.

Using the reasonings [10], we conclude that {gi}?q consists of the Jordan chains of
the operator B* which correspond to the Jordan chains (2) due to the following formula

B*gqg+k = ﬁq9q5+k> B*gq;jrk—] = "_‘ngqg-i-k—] + 9qg+ka--->B*9qg = llngg +9qg+1-

It is not hard to prove that the set {gv}?j, j #1 is orthogonal to the set {e}]* (see [10]).
Gathering the sets {gy}?j,j =1,2,..., we can obviously create a biorthogonal system
{gn}{° with respect to the system of the major vectors of the operator B. It is rather
reasonable to call it as a system of the major vectors of the operator B*. Note that if
an element f € § allows a decomposition in the strong sense

o0
f: ZenCn, Cn < C)

n=1
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then by virtue of the biorthogonal system existing, we can claim that such a represen-
tation is unique. Further, let us come to the previously made agrement that the vectors
in each Jordan chain are arranged in the same order as in (2) i.e. at the first place there
stands an eigenvector. It is clear that under such an assumption we have

(f» 9qg+k—i)

Cacti = | , 0 <1i<k(qe),

quj-i) 9qg+k—i)
where k(qz)+1 is a number of elements in the q;-th Jourdan chain. In particular, if
the vector eq, is included to the major system solo, there does not exist a root vector
corresponding to the same eigenvalue, then
Co — (f» gqg)

ae (€qes9qs)
Note that in accordance with the property of the biorthogonal sequences, we can expect
that the denominators equal to one in the previous two relations. Consider a formal
series corresponding to a decomposition on the major vectors of the operator B

o0
f ~ Z enCn,
n=1

where each number n corresponds to a number q; +1i (thus, the coefficients c,, are
defined in accordance with the above and numerated in a simplest way). Consider a set
of functions with respect to a real parameter t
_ —1 1o d™ T
Qnlpyc = et {e1/0e ) m=0,1,2,0.

m!d¢m

Here we should note that if ¢ = const, then we have a set of polynomials, what is in
the origin of the concept, see [15]. Consider a series

o0

3 caltlen 3)
n=I1

where the coefficients c,,(t) are defined in accordance with the correspondence between

the indexes n and q; +1 in the following way

k(qg)—i
ngJri(t) = e Mat Z Qm((PJ\q»t)anHera i=0,1,2, '--ak(qi)a (4)
m=0
here Aq = 1/uq is a characteristic number corresponding to eq, . It is clear that in any
case, we have a limit ¢, (t) — ¢n,t — +0, where a value ¢,, can be calculated directly
due to the formula (4). For instance in the case ¢ =1, we have &, = ¢,,. Generalizing
the definition given in [15, p.17|, we will say that series (3) converges to the element f
in the sense (B, ¢, 1), if there exists a sequence of the natural numbers {N;}{° such that

N;j
f= lim lim ) cq(t)en.
=1

t—+0j—00
n=

46



Note on the spectral theorem ... ISSN 2079-6641

Note that sums of the latter relation forms a subsequence of the partial sums of the
series (3).

We need the following lemmas [15], in the adopted form, also see [10]. Further,
considering an arbitrary compact operator B: $) — § such that ©(B) C £y(0), 0 < 71, we
put the following contour in correspondence to the operator

YB):={A: [A|=1r>0,|argA| <O+ c}U{A: A| >, largA| = 0+ ¢},

where € > 0 is an arbitrary small number, the number r is chosen so that the operator
(I—AB) ! is regular within the corresponding closed circle. Here, we should note that
the compactness property of B gives us the fact (I—AB)~' € Z($), A € C\inty(B). It
can be proved easily if we note that in accordance with the Corollary 3.3 [3, p.268], we
have P(B) c C\ O(B).

Lemma 1. Assume that B is a compact operator, ©(B) C £4(0),0 < 7, then on
each ray ( containing the point zero and not belonging to the sector £y(0) as well

as the real azis, we have

I(I-AB)~'|| <

1
Ae
siny’ &
where oy = min{jlarg( — 0|, |argC+ 0]}.
Lemma 2. Assume that a compact operator B satisfies the condition B € ép,

then for arbitrary mumbers R,k such that R > 0,0 < k < 1, there exists a circle
Al =R, (1—k)R < R <R, so that the following estimate holds

[(I—=AB) g < YN AM A = R, m = [p], p > p,

where
V(N = BON™T) -+ CRICN™ ), pir) = v | [P fEE [ ome [GE
0 T

Lemma 3. Assume that the operator B satisfies conditions of Lemma 1, f € R(B),

then
lim — J e MB(I—AB) 'fdA = 1.
t—+0 271l

v(B)

Main results

In this section, we consider an adopted technique allowing us to reformulate results
[10] in accordance with our challenge to make a harmonious generalization of a notion
— a function of an unbounded non-selfadjoint operator. Firstly, we consider statements
with the necessary refinement caused by the involved functions, here we should note
that a particular case corresponding to a constant function was considered by Lidskii
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[15]. The interesting fact is that involving a non-constant function we are still able to
consider a patrial sums of the series on the root vectors corresponding to some groups
of eigenvalues. Secondly, we find conditions that guarantee convergence of the involved
integral construction and formulate a main theorem giving us a tool for further study.
We consider an analogue of the spectral family having involved the operators similar
to Riesz projectors (see [2, p.20] ) and using a notion of the convergence in the Abel-
Lidskii sense. Finally, we discus an approach that we can realize for applying the abstract
theoretical results to the evolution equations.

Lemma 4. Assume that B 1s a compact operator, ¢ 1s an analytical function
wnside y(B), then in the pole Aq of the operator (I—AB)~', the residue of the vector
function @(A)e MB(I—AB)~'f, (f € $), equals to

m(q)k(qe)
- Z Z qu+icqg+i(t)>

&=1 i=0

where m(q) 1s a geometrical multiplicity of the q-th eigenvalue, k(q:)+1 s a
number of elements in the qz-th Jourdan chain,

k(qg)—j
an_ﬂ'(t) = e_}‘qt Z Cq£+j+QO((Pa)\q>t)-
m=0
Proof. Consider an integral
1
J— 3€ @(A)e ™MB(I-AB)"'fdA, f € R(B),
2mi
Yq

where the interior of the contour y4 does not contain any poles of the operator (I-AB) 1,
except of Ay. Assume that 91y is a root space corresponding to Aq and consider a
Jordan basis {eq, i}, 1=0,1,...,k(qe), £E=1,2,...,m(q) in Nq. Using decomposition of
the Hilbert space in the direct sum (1), we can represent an element

f:fl +f2>

where f1 € g, f; € My. Note that the operator function @(N)e MB(I—AB)~'f; is reg-
ular in the interior of the contour vyq, it follows from the fact that Ay ia a normal
eigenvalue (see the supplementary information). Hence, we have

1
J=— Jﬁ @A) e MB(I—AB)'f1dA.
2mi
Yq

Using the formula

-1
B(I—AB)~ :%{(I—AB)_1 —1} :%{(%I—B) —M},
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we obtain

3:_J7§ (1/0)e < "B(LI—B)',dg, L= 1/A.

Now, let us decompose the element f; on the corresponding Jordan basis, we have
m(q) k(qe)
- Z Z €q:+iCqe+i- ()
=1 i=0
In accordance with the relation (2), we get
Beq. = Hq€qsy Beqe+1 = Hqeqe+1 1+ €qgy -y Beqe 4k = Hqlqe+k + €qe+k—1-

Using this formula, we can prove the following relation

i

((I—B) Teq,1i = ZO(C—QS%. (6)
Note that the case i =0 is trivial. Consider a case, when i > 0, we have
(CI—Bleqetj  Ceqevj—Beqesi  €qeti  €qetj1 .
T [ e (T [ e R T B T e b
(CI—Bleq,  eq,

(C_Hq)H_] B (C_qu)i.
Using these formulas, we obtain

i(CI_B)?Q;+5: €q; 4 eqa“.  Cq¢ 4

n (C—ng) T (C—pg)t (C—pg)™ (C—ug)t
Cqeti  Cqpti-T _ €qe+i

(C_Hq)i_i (C_Hq)i_i—H (C_Hq)i_i’

what gives us the desired result. Now, substituting (5),(6), we get

1 e(1/Q)e ¢
I=—os Z Z anﬂzeqm jg Wdc-

E=1 i=0

+

Note that the function ¢(1/() is analytic inside the interior of ¥4, hence

1 fe/Qet™ 1 . d] S et
ZﬁffzjﬂﬁTﬁTdc_(ﬂﬂﬂiﬂhddi{@U/Qe p=e Qe (00
Yq

Changing the indexes, we have

m(q)k(qe)

i
—A
= Cq:+i€ thquJeri—j((P))\q)t) =
‘ i

(SR
o
s

o~
Il
N
-
I
o
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m(q)k(qg) k(qg)—j m(q)k(qe)
:_Z €qe+€ Z Cqe+i+mQm(@,Ag,t) = €qe+iCqe+(t
&=1 j=0 m=0 &=1 j=0
where
k(qz)—j
A
ngJrj(t) =e Mt Z ng+j+QO((Pa7\q»t)-

m=0

The proof is complete. []
Note that using the reasonings of the last lemma, it is not hard to prove that

k(qe)—i
Cqetj(t) — Z Cqe+j+mQm(®,Aq,0), t — +0.

m=0

Bellow, we consider an invertible operator B and use a notation W := B~'. Consider a
function ¢ that can be represented by a Laurent series about the point zero. Denote by

o0

eW):= Y  cuW" (7)

n=—oo

a formal construction called by a function of the operator, where c,, are coefficients
corresponding to the function ¢. The lemmas given bellow are devoted to the study of
the conditions under which being imposed the series (7) converges on some elements of
the Hilbert space $), thus the operator ¢ (W) is defined. We will also consider a closure
® (W) of the operator ¢@(W).

Lemma 5. Assume that the operator B satisfies conditions of Lemma 1,

= Z cnzt,zeCikeN,

n=—oo

then
k

J @(Ne ™MB(I-AB) 'fdA= ) c,W"f, f € D(W¥).

v(B) e

lim 1
t—+0 27Tl

Proof. Consider a decomposition of the Laurent series on two terms

chz @2(z Z cnz™.

Consider an obvious relation
A"BM(E—AB)' = (E—AB) ' = (E4+AB+...+A""B™), neN. (8)

It gives us the following representation

1 1
P J A“e—“B(I—AB)—WdAZﬁ J e MAMBM (I —AB) W AN =
1 1
v(B) v(B)

50



Note on the spectral theorem ... ISSN 2079-6641

1 1 n-+1
=5 J e—“A—Z(I—AB)—‘W“+‘fd7\+2—m J e MATE Y ABWMTTRAN =T (1) + I (1).
v(B) v(B) k=0

Let us show that I;(t) =0, define a contour yg(B) := Fr{inty(B) N{A: r <|A| < R}} and
let us prove that

1
. | —At 2n§+ kpk +1
Vr(B) k=0

Consider a decomposition of the contour yg(B) on terms Vg :={A: |A| = R, JargA| <
O+ehvr, =A:T<|A <RjargA =0+¢},yr_ ={A: T <|A\|<RjargA = —0—¢}. It is
clear that

—Aty —2 kpkyp/m+1 _ —Aty —2 kpkyp/m+1
Tmﬂge A2 NBWMA =S | e AT ) ARBIW T aA+
Vr(B) k=0 Vr k=0
—Aty—2 kpk +1 —Aty—2 kpk +1
+ﬁje A2y AW fd7\+2—mje AT2Y ARBRWMEAA,
YR, k=0 Yr_ k=0

Having noticed that Iz(t) =0, since the operator function under the integral is analytic
inside the contour, we come to the conclusion that to obtain the desired result, we
should show

1 o n+1
P J e MAT2 Y ABWMTTFAA — 0, R — o0. (10)
- k=0
YR
We have
0+¢
J e MAMTTWEAN || < R [WA | | le MIdA] < R™Y[WA | J e R darg).
Vr 9 Yr —0—¢

Using the condition |argA| < 7t/2, we have ReA > |A|cos(7t/2—08) = |A|sind, where & is
a sufficiently small number. Substituting this estimate to the last integral, we obtain
(10). Therefore (9) holds and as a result, we have I;(t) =0. It is also clear that

1

J A2 (I—=AB) "W dA, t — 40,
v(B)
since in consequence of Lemma 1 the integral is uniformly convergent with respect to

the parameter t. Note that the last integral can be calculated as a residue, we have

1 I—AB)™!
J AT2(I—=AB) "W fd\ = lim AU=AB) et W,

2mi A0 dA
v(B)

51



ISSN 2079-6641 Kukushkin M. V.

Thus, we obtain

k
J @1(\)e MB(I-AB) 'fdA =) c W"f, f € D(WX).

¥(B) =0

lim 1
t—+0 271l

Consider a principal part of the Laurent series. Using (8), analogously to the above, we
get for values n € N

1 1
— J A e MB(I—AB) ' fdA = — J AT e M I —AB)TfdA.
2mi 2mi

v(B) v(B)
Applying Lemma 1, we obtain

1 1
— J AT e ™MI—AB) T fdA — — J AT I—AB) T fdA.
2mi 2mi

v(B) v(B)
Having noticed that the integral equals to the residue of the operator function under
the integral, we have

1 1. d™(I-AB)"!

nl . :
- [—AB _
2 J ATTI=AB) A = o lim s

v(B)

f=B"f.

The following reasonings are mostly the same, we get

2mi 2mi
v(B) v(B)

1 1
J ©2(A\)e™MB(I—AB) fd\ = — J ©2(N) e MATZ(I—AB) '"WrdA.

Applying Lemma 1, we can get easily

1 1
e J cpz(?\)e_“)\_z(l—?\B)_1Wfd?\—>2—m J ©2(MAZ(I=AB)'"WrdA, t — +0.

v(B) v(B)
Note that the principal part of the Laurent series is uniformly convergent outside a
circle with a sufficiently large radius. Taking into account this fact, using the inversion,
it is not hard to prove that

—1
c
— MA2(I-AB)'WFdA = Ly J A2 (I—AB) " 'WfdA =
| o) PR R
v(B) T
—1

(e e} (e e}
Cn .. d"t(I—AB)™! 0 o
) ; A g W=D enBt= ) W,

n=1 n=—oo
Thus, we obtain the desired result. [J

Lemma 6. Assume that B is a compact operator, ©(B) C £4(0),0 < 7/2, , the
entire function @ 1s of the order less than one and of the minimal or normal type,
moreover the series

o0
Z cnnlzt, ze C

n=0
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15 absolutely convergent, where c, are the Taylor coefficitents of the function @.
Then

1 J @(A)e™MB(I—AB) ™' fdA = @(Wu(t),

v(B)

where :
u(t) = o= J e MB(I—AB) 'fdA, f e D(W"),n e N.

v(B)

Moreover, if there exists a limat
eWhu(t) — g, t — +0, (11)

then g = @(W)f.

Proof. Firstly, we should note that the conditions imposed upon the order of the
function ¢ alow us to claim that the latter integral converges for a fixed value of the
parameter t. Let us establish the formula

1

o0
1
—At 1 “Atym 1
© B(I—AB = L B(I—AB .
21J (A)e MB(I—AB)~'fdA nEOCnZiJe A"B(I—AB)'fdA

v(B) v(B)

To prove this fact, we should show that the series

— 1
> enoe J e MAMB(I—AB) ' fdA
= 2mi
"= v;(B)
is uniformly convergent with respect to j € N, where
Yi(B):={A: Al=71>0, largA| <O+ e}U{A: T <|A[ <715, 75 T 00, largA| =0 +¢}.
Using lemma 3, we get a trivial inequality
T
J e MATB(I-AB) 'fdA| < C|If|l5 J e Neeosl O+ gA| = C||f]] J e XteosO e gy,
v;(B) P Y;j(B) i

It is clear that

Tj
_ Nn+1)
xtcos(0+¢) n
Je xdx s ttlcosnt1 (0 +¢)
T
Thus, we get
—Atyn -1 n!
e "ATB(I—AB)TfdA||] < .
J ( ) — t"tlcos™ (0 +¢)
(B

The latter relation gives us the desired result. Using formula (8), we get

1

— J e MAMB(I—AB) 'fdA =
2mi

v(B)
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1 1 n—1
= J e MB(I—AB) '"W™fdA + — J e MY ABMTIWMAN =1 (1) + Ip(t).
2mi 2mi

v(B) vB) 0
Since the operators W™ and B(I—AB)~' commute, this fact can be obtained by direct
calculation, we get I;(t) = W™u(t). Analogously to the reasonings of Lemma 5, we get

I,(t) = 0. Hence

1
— J e MAMB(I—AB) " 'fdA = WMu(t).
27
v(B)

Thus, we obtain the first statement of the lemma. Let us show that the operator ¢ (W)
is closeable on the set of elements

1
u(t) = 5 J e MB(I—AB)'fd\, fe D(W™),n e N.
v(B)

In accordance with the definition (see (5.6) [3, p. 165]), we need prove that if there exist
simultaneous limits ug)(t) — ul0) (p(W)ul(j)(t) — ul) k = 0o, t — +0,j = 1,2, then
uM =ul?), Note that in accordance with Lemma 3, for each k € N, we get ug)(t) —
ug), t — +0. Applying the theorem which gives the connection between simultaneous

limits and repeated limits, we get ug . ul® k — co. Using the simple estimating, we

get

J (A e ™MB(I—AB)~! {u,(j) —u(o)} dA

(B) 5
sqm@—wmmJW@mmAWMMSCW$—um%-

(B)

v

v

Therefore, there exist coincident limits

2mi
v(B)

~ 1
eWIu (1) — — J @A) e ™MB(I—AB) 1l dA, k — oo.

Applying the theorem on the connection between simultaneous limits and repeated
limits, we get ul!) = u?), Thus, we have proved that the operator @(W) is closeable.
Applying Lemma 3, we get u(t) — f, t — +0, using condition (11), we obtain

o(Wu(t) — g, t — +0.

Hence f € D{® (W)} and we obtain the second statement of the lemma. The proof is
complete. [] For convenience, we will use the following notations

J= JwI =) I =) i
v=0 v=0 v=0
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Theorem 1. Assume that B 1s a compact operator, ©(B) C £,(0),0 <7t/2, B e ép,
moreover in the case B € ép\Gp the additional condition holds

Nam pmAl
st )0 m= 1) (12)

the function @ 1s an entire function of the minimal or normal type and of the order
&, the followtng condition holds p < & < 1. Then a sequence of natural numbers
{Ny}3° can be chosen so that

m

.I o0 Nv+1
P J e Me(\)B(I—AB) 'fdA = Z Z eqﬁlcqw

moreover
00 Nyi1 m(q

Z Z Z Z €qe +iCqg+i(t)]| <oo. (13)

v=0||q=Ny+1 &=1 i=0 %

Proof. Consider a contour y(B). Having fixed R > 0,0 < k < 1, so that R(1—«) =T,
consider a monotonically increasing sequence {Ry}3°, Ry = R(1 — k)V*!. Using Lemma
3, we get

I(I—AB) |5 < e PN IN™ i = [p], [Al = Ry, Ry < Ry < Ry,

where the function y(r) is defined in Lemma 2,

T o
B(r) =1 miT J—“Bm: M 4t 41 J —ant;‘ ) gt
0 T

Note that in accordance with Lemma 3 [15] the following relation holds

_pte

Z?\ mB) < ZspJre < 00, € >0, (14)

where B := (B*™TTA™+1)1/2 1t is clear that B € &,, v < p/(m+1). Denote by v+ a bound
of the intersection of the ring Ry <Al < I~2V+1 with the interior of the contour y(B),
denote by Ny a number of poles being contained in the set inty(B) N{A: r < A| < Ry}
In accordance with Lemma 4, we get

Nyi1 m

1 —At
Tmﬂge @(A)B(I-AB) 'fdA= ) ZZeqwcqw

Vv q=Ny+1 &=1 i=0

Let us estimate the above integral, for this purpose split the contour vy, on terms
Vv = A Al =~RV, largA| < 04 e}, Vvi1y Vv, :i={A: Ry <|A| < Ryq1,argA =0+ ¢}, vy =
{A: Ry <|A| < Ryy1,argh = —0—¢}. In accordance with Lemma 2, we have

Jy = Je_“(p()\)B(I—)\B)_]fd)\ < Je_Ml(p(?\)IHB(I—AB)_]fH IdA| <
$u 5 i ?
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0+e¢
< eYMINP A ™AT max [ (A)] J e R dargh ]\ =R,
—0—¢
Using the theorem conditions, we get |argA| < 7t/2, A € ¥+, v =0,1,2,.... It follows that

ReA > |A|cos(7t/2—8) = |A|sind,
where 6 is a sufficiently small number. Thus, we get

Ty < CeYNINP—tsind |y mtT o160 (A)] < Ce\?\lp{y(l?\l)—l?\Ia’p(I?\|1’5tsin5—C)}P\|m+1’

where m = [p], |A| = Ry. Let us show that for a fixed t and a sufficiently large |A|, we
have y(JA]) —[A|E P (A" 4tsin 6 — C) < 0. It follows directly from Lemma 2 [10], we should
consider (14), in the case when B € G, as well as in the case B € &,\ &, but here we
must involve the additional condition (12). Therefore, the series | converges. Using the
analogous estimates, applying Lemma 1, we get

Ry41

= J e Me(MN)B(I—AB) 'fdA || < C|f|l5- |max lp(A)] J le ™Al <

|:v+1

Yv+ y_] RV
Ry11
. . 3 _ . 3
< Ce tRy s1néeCRWr1 J |dA| = Ce tRysind+CRy 4 {Rv+1 — Ry} =
Ry

&
— Ce —tRy sind+CRy (1—k) ™ {Rv+] Rv};

]; — J eiMB(I—AB)i]fdJ\ < Ce —tRy sin 5+CRE (1—x) {RV—H v}-

Yv_ f

The obtained results allow us to claim (the proof is left to the reader) that the series
J*,J are convergent. Thus, we obtain relation (13), from what follows the rest part of
the theorem statement. [

Corollary 1. Under the Lemma 6, Theorem 1 assumptions, we get

ﬂl

o0 Nv+1
Z Z Z eQ£+1an+l ), feD(W"),neN;
v=0q=Ny+1 =1 i=0

oo Nvyi1 m(q
wir=pm 3 Y T et
v=0qg=Ny+1 &=1 i=0
Note that Corollary 1 establishes the analog of the function of a selfadjoint compact

operator. The series at the right-hand side of the last formula converges to the element
at the left-hand side in the (B, @, 1) sense. The analog of Theorem 1 corresponding to
the function with a polynomial regular part of the Laurent series considered in Lemma
5 can be obtained in a simpler way.
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Introduction to evolution equations in the abstract Hilbert space

In this paragraph, we consider a Hilbert space §) consists of element-functions u:
Ry — H,u:=u(t), t >0 and we will assume that if u belongs to $ then the fact holds
for all values of the variable t. Notice that under such an assumption all standard
topological properties as completeness, compactness e.t.c. remain correctly defined. We
understand such operations as differentiation and integration in the generalized sense
that is caused by the topology of the Hilbert space ). The derivative is understood as

the following limit
u(t+At)—u(t) ¢ du

—
At dt’
Let t € Q:=[a,b],0< a <b < co. The following integral is understood in the Riemann
sense as a limit of partial sums

At — 0.

n
3 ulE)ay 2 Ju(t)dt, A—0,
where (a =ty < t; <.. <ty =Db) is an arbitrary splitting of the segment Q, A :=

max(ti;1—ti), & is an arbitrary point belonging to [ti, ti;1]. The sufficient condition of
1

the last integral existence is a continuous property (see[12, p.248]) i.e. u(t) D, u(tp), t—
to, Vtp € Q. The improper integral is understood as a limit

b c
Ju(t)dt 9, Ju(t)dt, b — ¢, ce0,00].

Combining these operations, we can consider a fractional differential operator in the
Riemann-Liouvile sense (see [23]), i.e. in the formal form, we have

o0
Jf(t+x)x_“dx, O<a<l.
0

1 d
Df(t) = —
~f(t) MN1—o«)dt
The auxiliary facts given above allow us to consider the following Cauchy problems as
a prerequisite of a rather wide area of applications

% = p(W)u(t), u(0) =h e DW), ®*u= o(W)u(t), u(0) =h e D(W),  (15)
the first problem was considered in [11] under the assumption @(z) =z",n € N the
second one was considered in [10], where we suppose ¢(z) = z. If we analyze the proofs
of the corresponding theorems establishing the existence and uniqueness of the prob-
lems (15), then taking into account theoretical results of this paper, we will see that
the corresponding generalizations can be obtained. Certainly, we should impose such
conditions on the function ¢ that guarantee convergence of the obtained integral con-
structions. Here, we want to end our narrative and leave the idea for a further more
detailed and deep study.
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Conclusions

In this paper, we invented a technique to study evolution equations with the right-
hand side a function of the non-selfadjoint unbounded operator. Having inspired by
the Lidskii idea involving a notion of convergence of a series on the root vectors of the
operator in a weaker — Abel-Lidskii sense, we continue constructing the abstract theory
in the direction.

The main issue of the paper is how to generalize the spectral theorem for the non-
selfadjoint operator. In this way, we come to the definition of a function of the un-
bounded non-selfadjoint operator. The main highlights of this paper are propositions
analogous to the spectral theorem, the main obstacle that appears is how to define an
analogue of a spectral family or decomposition of the identical operator. We should ad-
mit that an analogous way of reformulating the main principles of the spectral theorem,
considering the peculiarities of the convergence, has been found.

As a prerequisite to applications, we noticed some approaches allowing us to prin-
cipally broaden conditions imposed on the right-hand side of the evolution equation in
the abstract Hilbert space. The application part of the paper appeals to the theory of
differential equations. In particular, the existence and uniqueness theorems for evolution
equations with the right-hand side — a differential operator with a fractional derivative
in final terms are covered by the invented abstract method. In connection with this, such
operators as a Riemann-Liouville fractional differential operator, Kipriyanov operator,
Riesz potential, difference operator can be considered. Moreover, we can consider the
artificially constructed normal operators for which the clarification of the Lidskii results
relevantly works. Here, we should explain that we can construct a normal operator with
a compact resolvent in the artificial way, having known its eigenvalues.

If we analyze the proofs of the corresponding theorems establishing the existence and
uniqueness of the solution of the evolution equation and take into account theoretical
results of this paper, then we can see that relevant generalizations can be obtain.

Apparently, we should study thoroughly conditions that should be imposed upon
the function of the operator at the right-hand side of the evolution equation. This is
where we want to finish in the hope that the concept will be further developed.
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